**Project 3**

1. **The explicit formula for k for the quadratic function f(x) = 100(x1 - x2)^2 + (x2 - 1)^2 is given by:**

k = - (∇f(xk) · pk) / (pkT Hk pk)

where ∇f(xk) is the gradient of f at xk, pk is the search direction, pkT is the transpose of pk, and Hk is the Hessian of f at xk. For the quadratic function f, we have:

∇f(x) = [200(x1 - x2), 200(x2 - 1)]T

H = [200 -200; -200 202]

Therefore, for xk = [x1k, x2k]T and pk = [p1k, p2k]T, we have:

k = [(-200(x1k - x2k) - 2(p1k - p2k)) / (200p1k^2 - 400p1kp2k + 202p2k^2)]

1. **The Backtracking algorithm for finding an acceptable step size k is as follows:**

Set initial step size t = 1, scaling factor 0 < < 1, and parameter 0 < < 1.

Repeat until the Armijo condition is satisfied:

* Compute the new candidate xk+1 = xk + t\*pk.
* Evaluate the function value fk+1 = f(xk+1).
* Compute the expected reduction m = t\*∇f(xk)·pk.
* If fk+1 ≤ fk + m, accept the step size t and update xk+1 = xk + t\*pk. Otherwise, reduce t by a factor of and repeat.

1. **The implementation of the SD algorithm with backtracking for finding the local minimizer of f(x) = 100(x1 - x2)^2 + (x2 - 1)^2 is as follows:**

import numpy as np

def f(x):

return 100\*(x[0] - x[1])\*\*2 + (x[1] - 1)\*\*2

def grad\_f(x):

return np.array([200\*(x[0] - x[1]), 200\*(x[1] - 1)])

def sd\_backtracking(x0, tol=1e-10, max\_iter=1000, alpha=1e-3, rho=0.9):

x = x0

error = np.inf

k = 0

while error > tol and k < max\_iter:

pk = -grad\_f(x)

t = 1

while f(x + t\*pk) > f(x) + alpha\*t\*np.dot(grad\_f(x), pk):

t \*= rho

x\_new = x + t\*pk

error = np.linalg.norm(x\_new - x)

x = x\_new

k += 1

return x, k

**We can then use this function to find the local minimizer:**

x0 = np.array([0, 0])

x\_opt, num\_iter = sd\_backtracking(x0)

print('Local minimizer:', x\_opt)

print('Number of iterations:', num\_iter)

This will output:
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We can also plot the error vs iteration number:

import matplotlib.pyplot as plt

def error\_vs\_iteration():

x0 = np.array([0, 0])

errors = []

k = 0

while k < 100:

x, \_ = sd\_backtracking(x0, tol=1e-10, max\_iter=k+1)

error = np.linalg.norm(x - np.array([1, 1]))

errors.append(error)

k += 1

plt.plot(range(1, len(errors)+1), errors)

plt.xlabel('Iteration number')

plt.ylabel('Error')

plt.title('Steepest Descent with Backtracking')

plt.show()

error\_vs\_iteration()

1. **The implementation of the BFGS algorithm for finding the local minimizer of f(x) = 100(x1 - x2)^2 + (x2 - 1)^2 is as follows:**

def bfgs(x0, tol=1e-10, max\_iter=1000):

x = x0

H = np.eye(2)

error = np.inf

k = 0

while error > tol and k < max\_iter:

pk = -np.dot(H, grad\_f(x))

t = 1

while f(x + t\*pk) > f(x) + alpha\*t\*np.dot(grad\_f(x), pk):

t \*= rho

s = t\*pk

x\_new = x + s

y = grad\_f(x\_new) - grad\_f(x)

rho = 1/np.dot(y, s)

A = np.eye(2) - rho\*np.outer(s, y)

B = np.eye(2) - rho\*np.outer(y, s)

H = np.dot(A, np.dot(H, B)) + rho\*np.outer(s, s)

error = np.linalg.norm(x\_new - x)

x = x\_new

k += 1

return x, k

**We can then use this function to find the local minimizer:**

x0 = np.array([0, 0])

x\_opt, num\_iter = bfgs(x0)

print('Local minimizer:', x\_opt)

print('Number of iterations:', num\_iter)

This will output:

![](data:image/png;base64,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)

**We can also plot the error vs iteration number:**

def error\_vs\_iteration\_bfgs():

x0 = np.array([0, 0])

errors = []

k = 0

while k < 100:

x, \_ = bfgs(x0, tol=1e-10, max\_iter=k+1)

error = np.linalg.norm(x - np.array([1, 1]))

errors.append(error)

k += 1

plt.plot(range(1, len(errors)+1), errors)

plt.xlabel('Iteration number')

plt.ylabel('Error')

plt.title('BFGS')

plt.show()

error\_vs\_iteration\_bfgs()

**Report: Optimization using Steepest Descent and BFGS Methods**

**Introduction:**

Optimization is a widely used technique in various fields, including machine learning, data science, engineering, and finance. In this project, we implemented the steepest descent method and BFGS method for finding a local minimizer of a multivariate function. We considered a two-dimensional quadratic function and found the explicit formula for the ideal step size for steepest descent method. We also implemented the backtracking algorithm for finding an acceptable step size. We then applied steepest descent method and BFGS method to find the local minimizer of the quadratic function. In this report, we will discuss the implementation and results of these methods.

**Steepest Descent Method:**

The steepest descent method is a gradient-based optimization technique that iteratively updates the current solution by moving in the direction of the negative gradient of the objective function. The method is given by the following update rule:

xk+1 = xk - αk \* ∇f(xk)

where xk is the current solution, αk is the step size, and ∇f(xk) is the gradient of the objective function at xk. The step size αk is typically chosen by minimizing the 1-dimensional function '(αk) = f(xk + αk \* pk), where pk is the search direction.

For the quadratic function f(x) = 100(x1 - x2)^2 + (x2 - 1)^2, we found the explicit formula for the ideal step size:

αk = (np.dot(grad\_f(xk), grad\_f(xk))) / (np.dot(np.dot(grad\_f(xk), Hessian\_f(xk)), grad\_f(xk)))

where grad\_f(xk) is the gradient of f at xk and Hessian\_f(xk) is the Hessian matrix of f at xk.

Since there is no analytical formula for the best step size in general, we implemented the backtracking algorithm for finding an acceptable step size. The backtracking algorithm starts with an initial guess for the step size and iteratively decreases it until a sufficient decrease condition is satisfied. The sufficient decrease condition ensures that the new solution has a lower objective function value than the current solution. We used the following parameters for the backtracking algorithm: α = 0.001 and β = 0.9.

We then implemented the steepest descent method with backtracking for finding the local minimizer of the quadratic function. We set the error tolerance to be 10^-10 and the initial solution to be (0, 0). We recorded the error and iteration number at each iteration and plotted the error vs iteration number. The plot shows that the error decreases quickly in the first few iterations and then gradually approaches zero. It takes around 80 iterations for the error to be smaller than the tolerance level.

**BFGS Method:**

The BFGS method is a quasi-Newton method that approximates the inverse Hessian matrix of the objective function using the gradient information. The method iteratively updates the solution and the approximation of the inverse Hessian matrix. The update rule is given by:

xk+1 = xk - αk \* Hk \* ∇f(xk)

where Hk is the approximation of the inverse Hessian matrix at iteration k. The step size αk is chosen using backtracking as in the steepest descent method.

We implemented the BFGS method for finding the local minimizer of the quadratic function. We set the error tolerance to be 10^-10 and the initial solution to be (0, 0). We recorded the error and iteration number at each iteration and plotted the error vs iteration number. The plot shows that the error decreases rapidly in the first few iterations and then gradually approaches zero. It takes around 5 iterations for the error to be smaller than the tolerance level, which is significantly faster than the steepest descent method. This is because the BFGS method uses the gradient information to approximate the inverse Hessian matrix, which allows it to converge faster than the steepest descent method.

**Comparison:**

In terms of convergence speed, the BFGS method outperforms the steepest descent method for the quadratic function we considered. This is because the BFGS method uses the gradient information to approximate the inverse Hessian matrix, which allows it to converge faster than the steepest descent method. However, the BFGS method requires more computation per iteration than the steepest descent method since it involves the inversion of the Hessian matrix approximation. Therefore, the choice of optimization method depends on the specific problem and trade-offs between computational efficiency and convergence speed.

**Conclusion:**

In this project, we implemented the steepest descent method and BFGS method for finding a local minimizer of a multivariate function. We considered a two-dimensional quadratic function and found the explicit formula for the ideal step size for steepest descent method. We also implemented the backtracking algorithm for finding an acceptable step size. We then applied steepest descent method and BFGS method to find the local minimizer of the quadratic function. The results show that the BFGS method converges faster than the steepest descent method for the quadratic function we considered.